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Abstract:
The higher order thalamus (e.g., pulvinar) is widely thought to play a critical role in its interactions with the neocortex, but identifying precisely what that role is has been somewhat challenging. Here, we describe how a computational approach to understanding the nature of learning and memory in the neocortex suggests three distinct, well-defined contributions of the thalamus: 1) Attention, which is perhaps the most widely discussed function of the pulvinar, is supported by a pooled inhibition dynamic involving the thalamic reticular nucleus; 2) Predictive learning, where the pulvinar serves as a kind of screen on which predictions are projected, and a temporal difference between predictions and subsequent outcomes can drive error-driven learning throughout the thalamocortical system; and 3) Executive function in the circuits involving the frontal cortex, where mediodorsal (MD) thalamus is largely similar anatomically to the pulvinar, and could thus support similar attentional and predictive learning functions, while ventral thalamic nuclei receive inhibitory modulation from the basal ganglia that support a gating function to regulate action based on a strong Go vs. NoGo competition informed by reinforcement learning. Taken together, these important modulatory and learning contributions of the thalamus suggest that a full computational understanding of the neocortex is significantly incomplete without integrating the thalamic circuitry.
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From an anatomical perspective, the thalamus should be in a position to make essential contributions to the overall function of the mammalian neocortex, given its extensive interconnectivity with every cortical area, and role as an intermediary between extensive subcortical systems. However, despite many promising leads and well-developed theories, the critical role of the thalamus arguably remains significantly underrepresented in the broader literature, all-too-often still relegated to its well-worn relay role. In this chapter, we provide a more thalamus-centric perspective, informed by a gradual appreciation for the many critical roles of the thalamus. This appreciation has emerged from the intersection between neural and computational necessity in the course of attempting to create large-scale systems-neuroscience-based computational models of the brain, to understand the neural basis of a variety of cognitive functions.

The scope of functions we consider are as follows:
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• **Attention.** One of the most widely-discussed and supported functions of the thalamus is its role in modulating attention across the cortex, at multiple different scales (Bender & Youakim, 2001; Fiebelkorn & Kastner, 2019; Halassa & Kastner, 2017; LaBerge & Buchsbaum, 1990; Robinson & Petersen, 1992; Saalmann & Kastner, 2011; Snow, Allen, Rafal, & Humphreys, 2009; Zhou, Schafer, & Desimone, 2016). The influential *attentional searchlight* idea of Crick (1984) included a critical role for the thalamic reticular nucleus (TRN) in driving the focus of this attentional signal. However, the bursting-based mechanisms leveraged in that paper have been shown to operate mainly in the anesthetized and sleeping brain (and *in vitro* preparations), and are specifically associated with reductions in arousal (Halassa et al., 2011; Lewis et al., 2015). Nevertheless, one of the simplest possibilities was perhaps too quickly rejected by Crick (1984): the TRN can provide *pooled inhibition* across multiple different spatial scales, without the need for more complex bursting dynamics. Pooled inhibition aggregates the excitatory signals across a given pool of neurons, and feeds that “averaged” excitation uniformly back to those same neurons, such that only the most strongly excited neurons can remain strongly active in the face of the inhibition.

The TRN constitutes a shell of inhibitory neurons surrounding and projecting topographically to the underlying thalamic nuclei, putting it in a unique position to support pooled inhibition across widely separated areas in the neocortex, where direct corticocortical pooling over such long distances would not be feasible. Distances in the thalamus are much smaller than in the neocortex because it is a compact structure without significant internal connectivity, compared to the complex networks present in the cortex. This form of inhibition can replicate the influential, abstract *normalization* model of Reynolds and Heeger (2009), and also fits with many elements of the *folded feedback* model of Grossberg (1999). Functionally and computationally, the broad-scale inhibition between pathways in the brain can enable dynamic switching between different ways of processing information, potentially playing a critical role in cognitive flexibility.

• **Learning.** The central, integrative role of the higher-order thalamic areas such as the *pulvinar* and *mediodorsal* (MD) nuclei was highlighted in the early *blackboard* model of Mumford (1991), and was further supported by the extensive analysis of this thalamocortical connectivity (Sherman & Guillery, 2006; Shipp, 2003; Usrey & Sherman, 2018). Likewise, more recent work has highlighted the contributions of these thalamic areas to integrating and coordinating processing across distributed brain areas (Fiebelkorn & Kastner, 2019; Fiebelkorn, Pinsk, & Kastner, 2018; Halassa & Kastner, 2017; Saalmann, Pinsk, Wang, Li, & Kastner, 2012). Building on these ideas and data, we hypothesized that the distinctive pattern of thalamocortical connectivity in these circuits, consisting of separate *driver* vs. *modulatory* pathways (Sherman & Guillery, 2006; Usrey & Sherman, 2018), may also play a critical role in learning (O’Reilly, Russin, Zolfaghar, & Rohrlich, 2021; O’Reilly, Wyatte, & Rohrlich, 2014, 2017). Specifically, the numerous top-down corticothalamic (CT) projections can generate a *prediction* of what will happen next over the pulvinar and other higher-order thalamic areas, while the strong bottom-up driver pathways provide a *ground truth* signal representing what actually did happen. This pulvinar-based predictive learning mechanism provides a biologically-plausible solution to the much-discussed, unresolved challenge of understanding what drives something like error backpropagation learning in the neocortex (Lillicrap, Santoro, Marris, Akerman, & Hinton, 2020; Whittington & Bogacz, 2019). Predictive learning provides an essentially unbounded, continuous supply of prediction error signals, which can drive the neocortex to develop sophisticated internal models of the environment. Thus, the thalamus may play a central role in one of the most important functions in the brain.

• **Executive Function.** Building on the earlier foundation of its well-established role in motor control (Mink, 1996), there is an emerging consensus that the basal ganglia circuitry, which centrally involves
the thalamus, plays a critical role in gating activity in the frontal cortex in the service of higher-level cognitive functions (Brown & Marsden, 1990; Chatham, Frank, & Badre, 2014; Dahlin, Neely, Larson, Backman, & Nyberg, 2008; Dahlin et al., 2008; Frank, 2005; Frank, Loughry, & O’Reilly, 2001; Graybiel, 1995; Houk, 2005; Middleton & Strick, 2000; O’Reilly & Frank, 2006; Pasupathy & Miller, 2005; Rac-Lubashevsky & Frank, 2020; Voytek & Knight, 2010). In the classical basal ganglia (BG) circuit, the thalamus serves as the interface between the BG output and the frontal cortex, where tonic inhibition from the globus pallidus internal segment (GPI) or substantia nigra pars reticulata (SNr) blocks strong recurrent activation through the corticothalamic loops. When the direct (Go) pathway in the BG fires, it disinhibits this thalamocortical loop. By analogy with motor action initiation (Mink, 1996), these same kinds of mechanisms could also serve to initiate the updating of working memory in the PFC. This function is known as gating in existing models of dopamine modulation of PFC (Braver & Cohen, 2000) and in a widely-used computational model, LSTM (Hochreiter & Schmidhuber, 1997). Gating is similar in many ways to attentional modulation, suggesting a commonality across these functions, but it takes on a more significant functional role in the context of the specialized dopamine-based learning mechanisms present in the BG. Whereas our original models of this gating dynamic used highly simplified representations of the thalamus (O’Reilly, 2006; O’Reilly & Frank, 2006), we are now exploring the diversity of thalamic interconnections with the frontal cortex, and discovering some important new functional roles as a result.

These three functions are synergistic: prediction operates on the focus of attention (not everything can be predicted), and prediction helps guide attention toward anticipated outcomes and spatial locations (Richter & de Lange, 2019). Both are driven by the same top-down corticothalamic projections. Further, executive function depends critically on manipulating the levers of attention in posterior cortical areas (including via direct control projections into the TRN via frontal area 46), and predictive learning likely plays a critical role in shaping executive function abilities. Taken together, these mechanisms can also be seen as driving some of the most important aspects of our subjective, conscious experience. For example, the fact that we perceive a stable and coherent external world, despite receiving constantly changing sensory signals, depends on predictive learning. To see this, you can gently nudge the bottom of one of your eyeballs with your finger — the world moves around with this manipulation, but it is otherwise rock steady despite constant saccadic eye movements. We have learned to predict the effects of our planned eye movements (Cavanagh, Hunt, Afraz, & Rolfs, 2010; Duhamel, Colby, & Goldberg, 1992; Wurtz, 2008), but have no such learning experience for the manually-induced motion. This principle extends well beyond eye movements, and likely underlies the various perceptual constancies such as size constancy, color constancy, etc: the brain learns about what is solid and reliably predictable (the external world), not the idiosyncratic and fleeting raw sensory input.

In light of the long history and large amount of empirical data documenting the dependence of conscious alertness and arousal on thalamic input to the cerebral cortex, we can usefully relate each of these three functions to the nature of conscious awareness. Specifically, many theoretical frameworks for understanding the nature of consciousness center around the notion of a mental workspace or blackboard, producing an integrated information processing system (Baars, 1988; Dehaene & Naccache, 2001; Edelman & Tononi, 2001; Tononi, 2004). Based on extensive neural and behavioral data, Lamme (2006) attributed a critical role for recurrent processing in supporting conscious awareness, and the extensive recurrent nature of corticothalamic connectivity suggests that it should also play a critical role, especially in focusing attention across areas in a coordinated way (Fiebelkorn & Kastner, 2019; Halassa & Kastner, 2017; Saalmann & Kastner, 2011). Ward (2011) offers a more elaborated theory of consciousness associated with thalamic function, along with a review of relevant literature. At a more basic level, the modulation of overall cortical arousal by nonspecific, intralaminar nuclei has long been recognized (Schiff, 2008), and the recurrent connections involving the deep cortical layers have now been shown to be critical in sustaining arousal states (Redinbaugh et al., 2020).
If these computational contributions of the thalamus are correct, then it is hard to imagine a more consequential non-cortical substrate for understanding overall cortical function. The thalamus is the modulatory and training master of the neocortex. While the neocortex is where all the learning and knowledge is actually encoded, without the thalamus it would be an undisciplined, untutored wild beast! Indeed, that colorfully characterizes the behavior of our computational models in the absence of the various thalamic mechanisms described above. In the remaining sections, we review each of the above-mentioned computational contributions of the thalamus.

**Attentional Focusing Through TRN Pooled Inhibition**

The importance of thalamic attentional mechanisms can be illustrated by the limitations of computational models of the visual system that lack such mechanisms. For example, we developed models that captured the overall hierarchy of superficial-layer cortical processing up through invariant object categorization neurons in inferotemporal (IT) cortex (Kobatake & Tanaka, 1994), but which lacked thalamic attentional mechanisms (O’Reilly, Wyatte, Herd, Mingus, & Jilk, 2013). These models showed that bidirectional excitation between cortical areas could drive appropriate bottom-up and top-down constraint satisfaction processing, which is important for resolving the many ambiguities in visual inputs (Wyatte, Curran, & O’Reilly, 2012). However, because these models only simulated superficial-layer (i.e., cortical lamina 2-3) pathways, they suffered significantly when faced with complex real-world visual scenes containing multiple different objects. All of the different features across the different objects merged and collided with each other, creating a big messy jumble.

Interestingly, this jumbled perception is exactly what people who have damage to various attentional pathways in the brain report as their subjective experience, including those with damage to the pulvinar nucleus of the thalamus (Karnath, Himmelbach, & Rorden, 2002; Petersen, Robinson, & Morris, 1987). If they are faced with single discrete objects or letters, they can process those just fine, but once multiple different objects or a normal page of text is presented, they cannot handle the sensory overload (known as simultanagnosia — the inability to process multiple simultaneously-present stimuli (Farah, 1990)). Thus, it is clear that the brain needs some kind of attentional mechanism to focus processing on a small subset of the external world at a time (Buschman & Kastner, 2015; Desimone & Duncan, 1995; Reynolds & Desimone, 2003; Reynolds & Heeger, 2009; Treisman, 1993). These attentional mechanisms are known to involve thalamocortical circuits (Halassa & Kastner, 2017), in addition to larger-scale brain pathways in the frontal and parietal lobes (Bisley & Goldberg, 2010; He et al., 2007). At a computational level, introducing these thalamically-based attentional circuits into our models has likewise enabled the processing of complex visual scenes.

Interestingly, most machine-learning approaches to vision have managed to get by without including attentional mechanisms (LeCun, Bengio, & Hinton, 2015), but these models have great difficulty recognizing some adversarial images that people consider obvious, and extensive analysis shows that these models are using texture and other aggregate patterns to recognize object categories, and are not really processing individual objects per se (Sinz, Pitkow, Reimer, Bethge, & Tolias, 2019). When spatial attention mechanisms are introduced into these models, these adversarial recognition problems are greatly reduced (Luo, Boix, Roig, Poggio, & Zhao, 2015), consistent with the idea that the mammalian visual system depends critically on attention for supporting robust object recognition.

To understand the neural basis of such attentional mechanisms, we begin with the influential biased competition model (Desimone & Duncan, 1995), which posits that attended neurons receive some kind of additional excitation or bias (which can come from any number of sources, including bottom-up salience or top-down control signals), which then enables them to out-compete other neurons, which become less active as a consequence. The frontal and parietal attentional networks, involving the systems subserving
Overt eye movements, including the frontal eye fields (FEF) and the lateral inferior parietal area (LIP), play a particularly strong role in driving spatially-based attentional biases (Buschman & Kastner, 2015; He et al., 2007). This biased competition model has been widely supported (Reynolds & Desimone, 2003), and has been captured mathematically in the normalization model of attention shown in Figure 1, which shows how a competitive process of normalization driven by the pooling of activity over retinotopically-organized spatial regions can account for a range of attentional phenomena (Reynolds & Heeger, 2009).

It is this critical role of inhibitory pooling where the thalamus can potentially play a unique role in the larger network of brain circuits involved in attention. This is because, with the strong and topographically organized inhibitory projection of the TRN to all of the excitatory thalamic nuclei, the thalamus is in a unique position to exert a net inhibitory pooling effect across a wider range of downstream cortical area than would be possible through direct corticocortical connections within cortex itself. Thus, whereas direct corticocortical pathways can support pooling and normalization within localized cortical areas, the thalamus may be particularly important for mediating competition between different brain areas. This idea is consistent with the data from Saalmann et al. (2012) showing a central role for the pulvinar in coordinating activity across brain areas, and in particular a cross-modal attention role for the TRN (Wimmer et al., 2015), which we revisit after first introducing a more detailed anatomical picture for how the thalamus fits in with the overall biased competition and normalization dynamic.

Although the Reynolds and Heeger (2009) model is abstract and not directly tied to specific neural mechanisms, we found that it provided a useful framework for understanding the different contributions of the cortical lamina and the thalamus, in a manner that is consistent overall with the folded feedback model of Grossberg (1999) (Figure 1b). This model is anchored by the finding that layer 6 corticothalamic (6CT) neurons exert a multiplicative or gain-field effect on neural activations in the superficial network (Bortone, Olsen, & Scanziani, 2014; Dougherty, Cox, Ninomiya, Leopold, & Maier, 2017; Olsen, Bortone, Adesnik, & Scanziani, 2012; van Kerkoerle et al., 2014), which corresponds to the net modulatory effect of the suppressive drive signal from the normalization model. Thus, where activations are strong in the suppressive drive layer, the corresponding superficial layer activations will remain strong, but where they are weaker, the superficial layer activations will be reduced, as if multiplied by a gain factor less than 1.

To walk through the model shown in Figure 1 in detail: bottom-up sensory inputs project to layer 4, which may provide a more faithful representation of their bottom-up strength differences (which are equal in the example shown). Initially, these equal-strength bottom-up signals activate the superficial layers equally, but the top-down attentional signal (e.g., from LIP in this case) causes the attended stimulus to become more strongly activated, especially as it converges on the layer 5 neurons (with some top-down modulation of superficial layers likely as well). The broad lateral connectivity among these deep layer 5 and 6 corticocortical (CC) neurons, serves to integrate across discrete sensory features to create a more broadly-tuned spatial activity pattern reflecting both bottom-up and top-down signals. This is then reflected in the 6CT (corticothalamic) projections to the thalamic relay cells (TRCs) and the TRN. The TRN connectivity causes significant pooling across many of these descending projections, such that the TRN projects back a broadly pooled inhibitory signal to the TRCs.

Critically, the top-down attentional bias effectively increases the strength of this overall pooled inhibitory signal, which in turn more strongly inhibits the unattended TRCs that are not also receiving the direct excitatory benefits from this top-down signal. Thus, the net effect of this circuit is that TRCs in the attended region remain robustly active, but those in the unattended region are relatively inhibited, and these differential activity levels then feed back up into the cortex, where the attended region thus has stronger thalamic drive. The TRCs then provide the equivalent of the multiplicative attentional filter in the Reynolds and Heeger (2009) model. In addition, there are direct intracortical, interlaminar circuits (Bortone et al., 2014; Frandolig et al., 2019) driven by 6CT collaterals that provide focused, local center-surround excitation and inhibition throughout the cortical column, which serve to further augment the multiplicative-like effect of
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Figure 1: a) The Reynolds & Heeger (2009) mathematical model of pooling and normalization processes in attention. b) How attentional modulation is computed across the deep layers in our biological model, in response to a top-down attentional focus (as encoded in LIP of parietal cortex). Layer 4 receives bottom-up sensory input (initially equally weighted), which then drives superficial layers (2/3), which initially do not reflect the attentional modulation (not shown). The deep 5IB neurons integrate deep-to-deep top-down attentional inputs from LIP plus the local stimulus features from 2/3, to produce the “raw” deep output, prior to the contextual normalization process. The 6CC neurons integrate across the 5IB activations (context integration or pooling), within the limits of corticocortical connectivity, resulting in a 6CT signal that drives TRC and TRN, with the TRN pooling across a wider area, resulting in a more fully normalized activity over the TRC, decreasing the unattended location activity. The TRC projections have a net multiplicative effect on other cortical lamina. c) Key data accounted for by Reynolds & Heeger (2009) model: two qualitatively different types of attentional modulation resulting from differences in size of attentional spotlight relative to stimulus size, which directly reflect pooling and normalization processes. d) Results from our thalamically-equipped model driven by large LIP attentional top-down spotlight relative to a small bottom-up stimulus (left) versus a small LIP spotlight relative to a larger stimulus, reproducing same qualitative effects (from O’Reilly et al, 2017).

The TRC feedback into the cortex.

Figure 1d shows that our model of these laminar circuits through the deep layers and thalamus captures the same key data as the Reynolds and Heeger (2009) model, where the relative balance of the enhancing vs. suppressive effects of attentional modulation can shift depending on the relative sizes of the attentional spotlight and the stimulus input (and as a function of stimulus contrast), producing the shift from contrast gain to response gain effects of attention. Thus, although there is much more work to be done here to explore the full range of attentional dynamics, this provides a solid foundation building on the well-established Reynolds and Heeger (2009) model. Furthermore, our model is related to the folded-feedback model of Grossberg (1999) (see Raizada & Grossberg, 2003 for a more elaborated version), which also posits this
same kind of attentional modulation dynamic between layer 6 and the superficial layers. Interestingly, top-down attentional signals, like those coming from LIP down to lower-level visual pathways, are preferentially communicated via a network of deep-to-deep projections (Markov et al., 2014; van Kerkoerle et al., 2014; von Stein, Chiang, & König, 2000).

A critical question for the effects of attention in the abstract normalization model (Reynolds & Heeger, 2009) is the spatial scope over which these normalization effects can occur. Anatomically, it is likely that local inhibitory interneurons within the neocortex could support some local amount of pooled inhibitory competition, but to cover the full visual field in an area the size of V1 in a primate, the TRN contribution to pooled inhibition is likely to be critical. Thus, more selective tests of thalamic contributions to attention could focus on measuring across a wide range of spatial scales, with the prediction that the broader scales are differentially affected.

Predictive Learning in the Pulvinar

The central question of how learning is able to shape the networks of neurons in the neocortex to support our incredibly powerful and adaptive human cognitive abilities remains one of the most important unresolved scientific challenges. This question has been addressed from many different angles at many different levels of analysis, and the recent advances in deep neural network (DNN) machine-learning algorithms (LeCun et al., 2015) based on error-backpropagation (Rumelhart, Hinton, & Williams, 1986) have reignited interest into how this form of learning might operate in the neocortex (Lillicrap et al., 2020; Whittington & Bogacz, 2019). Our models are based on an early proposal for how bidirectional connectivity between cortical areas could communicate error signals in a way that mathematically approximates error backpropagation (O’Reilly, 1996; O’Reilly & Munakata, 2000). The main principles of this form of error-driven learning are as follows:

- Error signals take the form of changes over time in the firing patterns of neurons, in particular parts of the network that first encode an expectation or guess, and then experience the correct answer relative to that prior expectation. This is known as a temporal difference form of error signal, as contrasted with an alternative possibility of an explicitly-coded error signal where the firing of individual neurons directly reflects the error. In simple artificial networks (and current-day DNNs), there are “output layers” that represent things such as the category label for an object presented to the visual “input layer” of the network. The network’s expectation is the output layer activity in response to the visual input, which is then followed by the correct answer being presented, producing the temporal-difference sequence of activations. Current DNNs use huge datasets of hand-labeled images to provide such correct answers to drive output-layer targets.

- The ubiquitous bidirectional connectivity in the neocortex allows individual neurons everywhere to be influenced by these changes over time in the firing of output-layer neurons, and the math shows that, with certain assumptions such as symmetrical connectivity (which can be significantly relaxed in practice), the local changes in activity state in an individual neuron accurately reflect the error-backpropagation derivative that is needed to drive learning to minimize the error on the output layer of the network.

This framework for neocortical error-driven learning avoids some of the most glaring forms of biological implausibility associated with the error-backpropagation algorithm (Crick, 1989), and a large number of models developed over several years demonstrate that a wide range of cognitive functions can be accounted for within this general framework (O’Reilly, Hazy, & Herd, 2016; O’Reilly & Munakata, 2000; O’Reilly, Munakata, Frank, Hazy, & Contributors, 2012). However, there remains a critical unresolved question: what
are the primary ecologically-plausible sources of the error signals needed to drive error backpropagation learning? Unlike the artificial models, developing humans and other animals are not provided with massive labeled datasets to drive their learning. Somehow, we must learn in a more “self-organizing”, naturalistic fashion.

One widely-discussed solution to this problem is that we learn by predicting what will happen next, which goes back to Helmholtz in his recognition by synthesis proposal (von Helmholtz, 1867), and has been widely embraced in a range of different frameworks (Clark, 2013; Dayan, Hinton, Neal, & Zemel, 1995; J. Elman et al., 1996; J. L. Elman, 1990; Friston, 2005; Kawato, Hayakawa, & Inui, 1993; Mumford, 1992; Rao & Ballard, 1999). In this predictive learning framework, the raw sensory input itself can generate the error signal as a “ground truth” relative to a prior prediction, avoiding the need for any form of human labeling, and providing an essentially unlimited and automatic source of error-signals to drive learning. This abstract computational idea turns out to be synergistic with the circuitry of higher-order thalamic areas (primarily the pulvinar and MD), providing another important example where the thalamus comes to the rescue in our computational understanding of overall cortical functioning (O’Reilly et al., 2021).

Specifically, Figure 2 shows the critical elements of this thalamocortical circuitry as emphasized by Sherman and Guillery (2006), which features two separate sources of input into the higher-order thalamic relay cells: the strong, focal, bottom-up driver inputs, and the much more numerous but weaker “modulatory” top-down inputs. These two inputs provide a natural organization for predictive learning, where the top-down inputs are responsible for generating the prediction or expectation, and the bottom-up drivers impose the “ground truth” outcome that actually occurred relative to this prediction.

The sources of these driver inputs are the layer 5 intrinsic bursting (5IB) neurons, which fire discrete bursts with intrinsic dynamics having a period of roughly 100 ms between bursts (Connors, Gutnick, & Prince, 1982; Franceschetti et al., 1995; Larkum, Zhu, & Sakmann, 1999; Saalmann et al., 2012; Silva, Amitai, & Connors, 1991). These are thought to drive the widely-studied alpha frequency of ~ 10 Hz that originates in cortical deep layers and has important effects on a wide range of perceptual and attentional tasks (Buffalo, Fries, Landman, Buschman, & Desimone, 2011; Clayton, Yeung, & Kadosh, 2018; Jensen, Bonnefond, & VanRullen, 2012; K. Mathewson, Gratton, Fabiani, Beck, & Ro, 2009; VanRullen & Koch, 2003). Critically, unlike many other such bursting phenomena, this 5IB bursting occurs in awake animals (Luczak, Bartho, & Harris, 2009, 2013; Sakata & Harris, 2009, 2012), consistent with the presence of alpha in awake behaving states.

From a computational perspective, the burst firing of these driver inputs provides the necessary timing...
Figure 3: Corticothalamic information flow under our predictive learning hypothesis, shown as a sequence of movie frames (Retina), illustrating the three key steps taking place within a single 125 ms time window, broken out separately across the three panels: a) prior context is updated in the V2 CT layer; b) which is then used to generate a prediction over the pulvinar (V2 P); c) against which the outcome, driven by bottom-up 5IB bursting, represents the prediction error as a temporal difference between the prediction and outcome states over the pulvinar. Changes in synaptic weights (learning) in all superficial (S) and CT layers are driven from the local temporal difference experienced by each neuron, using a form of the contrastive hebbian learning (CHL) term as shown, where the ‘+’ superscripts indicate outcome activations, and ‘−’ superscripts indicate prediction. CHL approximates the backpropagated prediction error gradient experienced by each neuron (O’Reilly, 1996), reflecting both direct pulvinar error signals, and indirect corticocortical error signals as well. In specific: a) CT context updating occurs via 5IB bursting (not shown) in higher layer (V2) during prior alpha (100 ms) cycle — this context is maintained in the CT layer and used to generate predictions. b) The prediction over pulvinar is generated via numerous top-down CT projections. This prediction state also projects up to S and CT layers, and from S to all other S layers via extensive bidirectional connectivity, so their activation state reflects this prediction as well. c) The subsequent outcome drives pulvinar activity bottom-up via V1 5IB bursting, and is likewise projected to S and CT layers, ensuring that the relevant temporal difference error signal is available locally in cortex. The difference in activation values across these two time points, in S and CT layers throughout the network, drives learning to reduce prediction errors. Note that the single most important property of the 5IB bursting is that these driver cells are not active during the prediction phase — the bursting itself may also be useful in the driving property, but that is a secondary consideration to the critical feature of having a time when the prediction alone can be projected onto the pulvinar.

for a temporal-difference form of error signal as in our earlier models. Specifically, when these 5IB neurons are not active in between their burst phases, the top-down inputs to the TRC neurons can generate a prediction, which is then followed immediately in time by the bottom-up driver outcome signal. The extensive projections from the thalamus back into cortex Shipp (2003) can convey this temporal-difference error signal into the neocortical neurons, driving local synaptic changes that will end up minimizing the prediction error (O’Reilly et al., 2021).

Figure 3 illustrates the temporal evolution of activity states according to this predictive learning theory, over a single 125 ms time window of a 100 ms alpha cycle (the actual timing is likely to be more dynamic). The activity state in pulvinar TRC neurons, representing a prediction, as driven by the top-down 6CT projections, should develop during the first ∼ 75 ms, when the 5IB neurons are paused between bursting. Then the final ∼ 25 ms largely reflects the strong 5IB bottom-up ground-truth driver inputs when they burst. Thus, the prediction error signal is reflected in the temporal difference of these activation states as they develop over time. In other words, our hypothesis is that the pulvinar is directly representing either the top-down prediction or the bottom-up outcome at any given time, and the temporal difference between these states implicitly encodes a prediction error. While the deep 6CT layer is involved in generating a top-down prediction over the pulvinar, the superficial layer neurons continuously represent the current state, simultaneously incorporating bottom-up and top-down constraints via their own connections with other areas. To ensure that the prediction is not directly influenced by this current state representation (i.e., “peeking at the right answer”),
it is important that the 6CT neurons encode temporally delayed information, consistent with available data (Harris & Shepherd, 2015; Sakata & Harris, 2009; Thomson, 2010).

In addition to the extensive primary sources of anatomical and electrophysiological evidence cited above, there is a wide range of other neural data consistent with this theory of higher-order thalamic contributions to predictive learning, reviewed in O’Reilly et al. (2021). For example, there is an extensive literature on alpha-frequency entrainment emerging from deep neocortical layers and the pulvinar, and how these organize cortical processing over time in a manner consistent with this model (Fiebelkorn et al., 2018; Klimesch, 2011; Makeig et al., 2002; K. E. Mathewson et al., 2012; Saalmann et al., 2012; Spaak, de Lange, & Jensen, 2014). Furthermore, this framework makes a number of testable predictions, outlined in O’Reilly et al. (2021), that could be conducted using available techniques, to more directly test this theory. Two such tests are now under way, so hopefully we will have further relevant data soon.

We have shown how this predictive error-driven learning mechanism, based directly on the biology of the corticothalamic loops, can drive the learning of abstract object-category representations in higher layers of a simulated visual cortex, based solely on short movies of 3D objects moving and rotating through space (O’Reilly et al., 2021). This model did not have any input telling it how to categorize or label the objects — the learning was purely “self-organizing” based on the raw visual inputs from the movies. Thus, this model provides an initial proof-of-concept that predictive error-driven learning can drive the formation of more abstract “conceptual” representations, avoiding the implausible use of hand-labeled training data. Furthermore, comparison models based on current machine-learning algorithms did not develop these abstract, conceptual representations, indicating the importance of some of the other biologically-motivated properties of this model. These properties include the bidirectional connections needed to drive the biological form of error-driven learning in the first place, which also have the effect of enabling higher-level representations to influence lower levels in the network through top-down connectivity. Furthermore, extensive inhibitory connectivity is required to balance and control the bidirectional excitatory connections, and the resulting competitive dynamics can also shape representations in useful ways to promote categorical learning (Kohonen, 1989; Rumelhart & Zipser, 1985).

This thalamocortically-mediated temporal-difference mechanism for predictive error-driven learning contrasts with widely-discussed explicit error-coding ideas for predictive learning (Bastos et al., 2012; Friston, 2005, 2010; Kawato et al., 1993; Lotter, Kreiman, & Cox, 2016; Ouden, Kok, & Lange, 2012; Rao & Ballard, 1999), where a dedicated population of neurons (typically suggested to be superficial-lamina cortical neurons) explicitly codes for the error signal in their direct firing rates, via an inhibitory-mediated subtraction-like process between the bottom-up outcome signal and a top-down prediction. Despite many attempts to identify such explicit error-coding neurons in the cortex, no substantial body of unambiguous evidence has been discovered (Kok & de Lange, 2015; Kok, Jehee, & de Lange, 2012; Lee & Mumford, 2003; Summerfield & Egner, 2009; Walsh, McGovern, Clark, & O’Connell, 2020). Thus, the thalamic mechanism may provide a more biologically-supported framework.

**Thalamic Gating of Frontal Function**

To more completely understand learning in the brain, it is essential to understand the significant role that goals, motivation, and reward play in shaping the learning process (O’Reilly, 2020). The thalamus plays a central role in this domain as well, through its interactions with the frontal cortex. In our initial computational models of these frontal / thalamic circuits (Frank et al., 2001), we considered how the basal ganglia (BG) disinhibition of thalamus could lead to the gating of prefrontal cortex active maintenance of task and goal representations, in the same way that it was thought to affect the selection of overt actions in motor frontal cortex (Mink, 1996) (Figure 4). Anatomically, the same kinds of excitatory thalamocortical loops are present in frontal cortex as discussed above in posterior cortex, but unlike in posterior cortex, much
of the frontally-projecting thalamus is under tonic inhibitory control by the output nuclei of the BG (the GPi and SNr). According to the classic understanding of the BG circuitry (Nambu, 2008), when the direct BG pathway fires, it disinhibits the thalamocortical loop, which then enables a new surge of cortical activation that could drive the updating of task and goal states.

Furthermore, the neuromodulatory effects of phasic dopamine on the BG direct and indirect pathways (Gerfen & Surmeier, 2011; Shen, Flajolet, Greengard, & Surmeier, 2008) are ideally situated to sculpt adaptive learning to reinforce such updates associated with good outcomes, and punish those associated with less good ones, providing a computationally effective overall account of frontal executive function (Frank, 2005; Hazy, Frank, & O’Reilly, 2006, 2007; O’Reilly & Frank, 2006). These models have shown that many complex working memory tasks can be learned from trial-and-error experience, including the 1-2-AX and phonological loop (O’Reilly & Frank, 2006), ID/ED dynamic categorization (O’Reilly, Noelle, Braver, & Cohen, 2002), WCST (Rougier & O’Reilly, 2002), N-back (Chatham et al., 2011), task switching, the Stroop task (Herd et al., 2014), hierarchical rule learning (Badre & Frank, 2012), and the reference-back-2 task (Rac-Lubashevsky & Frank, 2020).

Consistent with the theme of a progressive appreciation of the importance of the thalamus over time, our computational models have only recently begun to incorporate a more complete understanding of the anatomical and physiological data on thalamic interconnectivity with the frontal cortex, and the potentially significant functional implications thereof. For example, these data indicate that the BG gating dynamic shown in Figure 4 only applies to a subset of fronto-thalamocortical circuits, predominantly those involving the ventral anterior and medial thalamic areas (VA, VM). There are significant other circuits, particularly involving the mediodorsal (MD) thalamus that appears to have only sparse or patchy disinhibitory BG inputs, and are similar in many ways to the pulvinar circuitry discussed above in the context of predictive learning (Giguere & Goldman-Rakic, 1988; Rovó, Ulbert, & Acsády, 2012).

Thus, consistent with computational models of pulvinar, the MD might function as a predictive learning and attentional control system for the frontal cortex (Rikhye, Gilra, & Halassa, 2018), while the ventral thalamic circuits support the gating dynamics captured in prior models. Furthermore, the differential patterns of termination in these pathways suggest that the MD may drive updating of the NMDA-dependent working memory circuits in frontal layer 3 in response to new sensory inputs (Arnsten, Wang, & Paspalas, 2012; Kritzer & Goldman-Rakic, 1995; Lisman, Fellous, & Wang, 1999; Sanders, Berends, Major, Goldman, & Lisman, 2013), while the BG to VA & VM gating pathway may be more responsible for the activation of layer 5 output neurons. Thus, at a computational level, we can think of the MD-based pathways as

Figure 4: Classical basal ganglia (BG) circuit, producing a disinhibitory, gating-like effect on frontal activity to influence when new task / goal states are updated in frontal cortex, in the same way that the BG is widely thought to support action initiation in motor cortical areas. The thalamus provides the critical interface upon which this disinhibitory control can operate, leveraging the bidirectional excitatory thalamocortical loops.
supporting an attentionally-modulated input / maintenance gating function, while the BG may be more focused on gating the cortical output pathways (Chatham et al., 2014).

In the following section, we review a range of data relevant to these multiple fronto-thalamic circuits, which provide a more fine-grained and high-dimensional picture relative to a simple MD vs. ventral dichotomy: some areas and patches of MD are more similar to those in the ventral nuclei, and vice-versa. Furthermore, modern updates to the classical distinction between core vs. matrix thalamic pathways (Jones, 1998a, 1998b, 2007), provide relevant ways of understanding the functional differences between the input / maintenance vs. output gating types. Despite these additional sources of complexity, it does appear that across these areas, the BG disinhibitory control over the frontal cortex is conveyed predominantly through a distinct type of corticothalamic pathway, having broad patterns of connectivity terminating preferentially in cortical layer 1, consistent with the matrix-type of thalamic neurons. This would then imply that the BG output-gating control over the cortex is at a very coarse-grained level, such that it can influence the timing of action initiation, but it is unlikely to be useful for providing more fine-grained control over the detailed encoding of information in frontal cortex.

Thus, contrary to our original hypothesis that the BG could provide more fine-grained control over working-memory updating, it now seems that the attentionally-gated corticothalamic pathways predominantly in the MD are critical for that function. This is consistent with the frontal areas preferentially targeted by the MD projections as well, which include the primate-specific dorsolateral PFC cognitive control and working memory areas. We are currently developing new computational models to incorporate these new anatomically-motivated ways of understanding frontal / thalamocortical function.

Details of Frontothalamic Pathways

The distinction between core and matrix type projections is one of the early foundational ideas about thalamic organization (Jones, 1998a, 1998b, 2007). Core-type projections have more focal connectivity and target the central cortical lamina, including 3 and 4 most strongly. In contrast, matrix-type send broad, diffuse connections spanning roughly entire cortical areas, and preferentially target lamina 1, where the apical tufts of pyramidal cells from lamina 2, 3, and 5b reside, the thick tufts of subcortically-projecting layer 5b being particularly prominent (Harris & Shepherd, 2015; Larkum, Petro, Sachdev, & Muckli, 2018; Ramaswamy & Markram, 2015). More recent anatomical data including gene expression analyses support a more complex, high-dimensional set of thalamic cell and projection types (Clascá, Rubio-Garrido, & Jabaudon, 2012; Phillips et al., 2019), which include elements of the original core vs. matrix distinction. At the broadest level, three different categories of thalamic cells can be identified: primary sensory / motor core-type (e.g., LGN for vision and VL primary motor cortex), higher-order types (including pulvinar, MD, VA, and VM), and the highly diffuse matrix-type associated with the intralaminar and midline nuclei (Phillips et al., 2019). Within each such category, there is significant variability.

Within the higher-order types of most relevance for our computational models, the pulvinar and MD predominantly have cells labeled as a focal matrix-type, which target layer 3 and also 1 and receive cortical driver inputs, while VA and VM predominantly have broader multiareal matrix-type cells that receive BG disinhibitory inputs and project most strongly to layer 1 and also to 3 (Clascá et al., 2012). In the context of the classical core vs. matrix type dichotomy, the focal matrix-type cells are more core-like in their focal connectivity and strong termination in layer 3, while the multiareal matrix-type are more clearly matrix-like in their broad connectivity and strong termination in layer 1. We adopt the terminology of focal-type vs. broad-type in what follows. In MD, the focal nature of the thalamic projections has been characterized as being organized at around the 1 mm scale (Giguere & Goldman-Rakic, 1988), which would provide relatively fine-grained influence of these thalamic cells on corresponding frontal activity states.

Figure 5 shows a schematic diagram integrating a number of different findings across the literature, for how the focal vs. broad distinction aligns with the different frontal thalamocortical and BG circuits, in
Figure 5: Focal vs. broad thalamocortical connectivity and basal ganglia (BG) modulation in rodent vs. primate prefrontal cortex.

**a)** Rodent prelimbic cortex (PL) is interconnected with both the mediodorsal (MD) and ventral motor thalamus (VM & VA). MD projects more focally to middle cortical laminae, most prominently from its lateral segment (l), while VM & VA project more broadly and more to layer 1. VA & VM also project broadly to secondary (M2/ALM) and primary (M1) motor cortices. In contrast, VL projects focally to the middle cortical laminae of motor cortices, and uniquely receives cerebellar inputs (not shown), with only minimal BG input, while VA & VM receive the densest BG input. BG projections to MD are of intermediate density and exhibit a patchy connectivity pattern. The central part of MD (c) projects to orbital frontal cortex (not shown). **b)** Primate PFC connectivity essentially replicates the rodent pattern as a subset (gray box) although some homologous areas typically have different labels, e.g., primate BA32 is homologous to the PL in rodents, and PM / SMA are secondary motor areas. Primates have several additional PFC areas (left side of diagram), all of them interconnected with segments of an essentially new part of a greatly enlarged MD nucleus, the parvocellular middle segment (MDpc). BG output nuclei are VP/GPi/SNr (ventral pallidum / globus pallidus, internal segment / substantia nigra, pars reticulata); BA are Brodmann areas; VM? = ventromedial thalamic nucleus, not prominent in primates and sometimes considered part of the midline nuclei; MDmc/pc/mf are magnocellular / parvocellular / multiforme segments of MD.

Both rodent and primate. Critically, two major ventral thalamic areas (VM, VA) predominantly send broad-type projections (Kuramoto et al., 2009, 2015), and also receive dense BG projections (Ilinsky, Jouandet, & Goldman-Rakic, 1985; Kuramoto et al., 2009, 2015; Tanibuchi, Kitano, & Jinnai, 2009a). In contrast, the MD receives more patchy BG projections, and it also has patchy distributions of broad-type cells (Münkle, Waldvogel, & Faull, 2000; Phillips et al., 2019), which are sufficiently aligned as to be consistent with the overall idea that the BG disinhibitory control over the thalamus is primarily conveyed through broad-type thalamocortical pathways.

A complementary distribution of cell types is present with respect to the focal-type neurons, with the MD having a much higher concentration of these, with more patchy distributions of focal-type cells in VM and VA (Kuramoto et al., 2009). Interestingly, as shown in Figure 5, the MD focal-type connectivity predominates in the prefrontal cortical (PFC) areas that are present in primates but not rodents. These areas include the same areas that have specialized layer 3 NMDA-based working memory circuits not found in rodents (Arnsten et al., 2012; Kritzer & Goldman-Rakic, 1995; Lisman et al., 1999; Sanders et al., 2013),
which is consistent with the focal-type projections terminating strongly in layer 3. The more focal, clumpy, topographically-organized nature of these projections (Giguere & Goldman-Rakic, 1988) would enable them to have more fine-grained control over updating and maintenance of working memory information in these PFC areas, which was the original computational motivation for working-memory gating in our models (O’Reilly & Frank, 2006), based on the earlier and widely-used LSTM (long short-term memory) machine-learning algorithm (Gers, Schmidhuber, & Cummins, 2000; Hochreiter & Schmidhuber, 1997). These ideas are also consistent with direct evidence linking MD and active maintenance in frontal cortex (Rikhye et al., 2018; Tanibuchi, Kitano, & Jinnai, 2009b; Watanabe & Funahashi, 2012; Watanabe, Takeda, & Funahashi, 2009; Wyder, Massoglia, & Stanford, 2004).

Although the widespread effects of broad-type output gating initially may not sound very useful, it actually could have important benefits. Specifically, any given frontal area can only activate a single motor output at any given point in time (e.g., you can saccade and move your limbs at the same time, but you cannot execute two different saccades at the same time). Thus, perhaps broad-type output gating enforces this singular constraint, where only one output per broader area can be gated at a time. In this case, it would make sense for there to be a sequential consideration of different possible output actions, and the broad-type gating fires whenever one such action is determined to be over threshold, via the Go vs. NoGo pathway competition within the BG (Herd, Krueger, Nair, Mollick, & O’Reilly, 2019; O’Reilly, Nair, Russin, & Herd, 2020). Furthermore, the broad impact of the gating signal may also serve to reset the circuit to facilitate moving on to the next step in a sequence of actions: neural recordings of delayed action tasks inevitably show a rapid reset of maintenance activation coincident with motor actions.

The broad vs. focal distinction applies to the output projections from the thalamus, but the driver inputs to these neurons are equally important in determining their functional contributions, as we saw in the case of predictive learning above. A recent technique for mapping the sources and types of driver inputs across the primate thalamus (Rovó et al., 2012) showed that MD predominantly has cortical-type driver inputs similar to those found in the pulvinar, which is consistent with the idea that it provides similar attentional and predictive learning functions to the frontal cortex. In contrast, VM and VA have no strong drivers, and instead receive GABAergic inhibitory inputs from the BG output nuclei (Kuramoto et al., 2009, 2015). VL, which interconnects with primary and secondary motor areas, receives subcortical drivers primarily from the deep cerebellar nuclei. This VL pathway would enable the cerebellum to train the motor cortex to produce better motor commands, which is consistent with a substantial literature showing that the dysmetria associated with cerebellar damage is significant, it is relatively less impactful after motor development has stabilized, but remains crucial for adapting to novel trajectories (Chen, Hua, Smith, Lenz, & Shadmehr, 2006; Manto, 2009).

Finally, it is important to note that even if we adopt this clear distinction between BG-mediated output gating and cortically / attentionally-mediated maintenance gating, there remains considerable ambiguity about the potential timecourse of these respective gating signals. For example, it is possible that BG-gated disinhibition of the 5b neurons could drive a preparatory form of pre-output activity, in advance of actually executing an action. For example, there is evidence in the mouse for a BG-mediated preparatory form of gating, through the VM thalamic nucleus (K. Guo, Yamawaki, Svoboda, & Shepherd, 2018; Z. V. Guo et al., 2017). Likewise, there is extensive evidence in people of a proactive engagement of frontal control and action representations, which may well be associated with BG preparatory gating of output-pathway neurons (Braver, Paxton, Locke, & Barch, 2009). Furthermore, the purely maintenance form of gating may largely be restricted to primates (Elston, 2003; Wang et al., 2013), where it may provide a more “offline” form of active maintenance of information that may be useful for subsequent actions, but falls short of actually driving output-level action preparation. In short, there are numerous important functional questions about the nature of gating that remain to be explored, in conjunction with critical experimental tests that can directly inform these models.
Conclusions

In summary, across all of these potential contributions of the thalamus, there is a core modulatory role, where thalamic activity modulates corresponding neocortical activity, whether that is characterized as being an attentional or gating modulation. Furthermore, the thalamus may play a training role, conveying prediction error signals that shape neural representations in the cortex to develop a systematic predictive model of the world. Across the thalamus, the source of these training signals arises from the distinctive driver inputs on thalamic neurons — the map of such drivers across the thalamus (Rovó et al., 2012) thus provides a window into the nature of training signals for different cortical areas.

Despite its truly “core” (and matrix) connectivity, one could argue that the thalamus itself doesn’t really do anything — it just happens to be in the right place to connect other circuits in an effective way. However, it is not clear that any part of the brain can avoid this argument: neurons mainly just pass the buck around to other neurons, making their own modest contributions along the way. What thalamic neurons may lack in such processing contributions, they more than make up for by their unique connectivity that results in such critical functional dynamics, including the attention, predictive learning, and executive function mechanisms discussed here.
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